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Cross Segment Decoding of HEVC for
Network Video Applications

Jiangtao Wen, Shunyao Li, Yao Lu, Pin Tao

Abstract—In this paper, we present an improved al-
gorithm for decoding video bitstreams with time-varying
visual quality. The algorithm extracts information avail-
able to the decoder from a high visual quality segment
of the clip that has already been received and decoded,
but was encoded independently from the current lower
quality segment. The proposed decoder is capable of
significantly improving the Quality of Experience of the
user without incurring significant delays and overhead
to the storage and computational complexities of both
the encoder and the decoder, or loss of coding efficiency.
We present simulation results using the HEVC reference
encoder and standard test clips, and discuss areas of
improvements to the algorithm.

I. I NTRODUCTION

Video encoding and communications systems have
traditionally been designed under the assumption that
the encoder has a much higher computational power
and much larger storage than the decoder. With the
ever widening popularity of mobile multimedia appli-
cations, especially with user generated content, this
assumption is no longer valid. Many widely watched
clips on YouTube were captured on mobile phones,
but are played back not only on mobile phones or
tablets but also on smart TVs, smart set-top-boxes, as
well as laptop and desktop computers, all of which
may possess much more computational and storage
resources than the mobile phone on which the video
clip was originally captured and encoded.

Due to the high complexity associated with im-
plementing a state-of-the-art video encoding system
using the H.264/AVC [1] and especially the up-coming
HEVC standard [2], [3], [4], [5], [6], [7], [8], [9],
[10], [11], encoders found in mobile devices, although
compliant to the standard syntaxes, were often de-
signed with sub-optimal implementations of only small
subsets of the numerous encoding tools supported by
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the standard. Typical video encoding tools that are not
fully implemented include sub-pel motion estimation
(ME), many Inter partition sizes and/or Intra prediction
directions, and etc. The number of reference frames
used in the ME is often limited. In addition, the
algorithms for selecting the tools thatare supported,
for conducting rate-distortion optimized ME, quanti-
zation, mode decision, frame prediction type decision
and group of picture (GOP) reference structures are
also drastically simplified in many encoding systems.
Various implementation constrains (e.g. cache sizes)
as well as application requirements (e.g. video con-
ferencing or live streaming) make it very difficult to
optimize bit rate allocation globally for the entire clip.

Furthermore, when the bitstreams generated by such
encoders are streamed over the network, in response
to network bandwidth variations, the streaming servers
will often adjust the rate at which the clip is encoded
downward so as to prevent the playback on the receiv-
ing device from stalling.

All of the above factors contribute to losses in
coding efficiency as well as visual quality variations
in the bitstream that the playback device receives. It
is desirable, therefore, to come up with a system that
can improve the quality of experience (QoE) of the end
user given all the limitations, constraints and quality
variations present in the content encoding, transcoding,
streaming and playback processes.

In this paper, we present an improved algorithm for
decoding video bitstreams with time-varying qualities.
The algorithm utilizes information received by the
decoder in a segment of the clip that 1) has already
been received and decoded, but 2) was encoded in-
dependently from the current segment, and 3) has a
higher visual quality than the current segment. By
extracting information contained in such a segment
that is available to the decoder but was not taken
advantaged by the encoder, the proposed decoder is
capable of significantly improve the QoE of the user
without incurring significant overhead to the storage
and computational complexities of both the encoder
and the decoder, or introducing significant delays or
losses to coding efficiency.

The rest of the paper is organized as the following:
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Section II reviews some related ideas for improving
user QoE and decoder quality. A detailed description
of the proposed algorithm is given in Section III with
experimental results using the HEVC standard and
standard test clips presented in Section IV. Finally in
Section V, we discuss various areas for improving the
algorithm.

II. RELATED WORK

Scalable, error resilient and high quality stream-
ing of video content over networks has been studied
extensively for well over a decade. In additional to
taking the tradeoff between scalability, error resilience
and coding efficiency (as measured in rate-distortion
performances) into the consideration when designing
the video encoding algorithms (e.g. for ME, rate con-
trol, and mode decision), many additional tools were
introduced to various video coding standards so as to
facilitate video streaming with low start-up latency, as
well as easier and drift-free bitstream switching. These
include scalable video coding support in the MPEG
family of video coding standards, S-frames [12], as
well as SI and SP frames in the AVC/H.264 standard
[1], [13], [14].

When encoding video content in a rate-disortion-
scalability-error-resiliency optimal manner, to prevent
error propagation and to facilitate drift-free bitstream
switching, encoders usually do not rely on video
encoding tools that aggressively eliminate temporal
redundancies, e.g. long term motion prediction with a
large number of reference frames. Quite the contrary,
the encoders will usually introduce Intra coded frames
that will serve as re-synchronization points or drift-
free switching pointers to switch between bitstreams of
different bitrates. Due to the low coding efficiency of
Intra frames, the more efficient SP and SI frames were
proposed, which preserved the drift-free characteristic,
but with coding efficiencies significantly improved
over Intra frames, albeit still significantly lower than
P or B frames. Using Intra, SI and SP frames as
switching points, an encoder may encode a given video
clip to multiple possible bitstreams with multiple con-
figurations of the reference structure, and/or bitrates.
When streaming, depending on network packet losses
and network bandwidth variations, the server/streamer
may compose a bitstream to be streamed to the client
on the fly, based on information about frame losses
and bandwidth.

In contrast to encoding a given video clip at mul-
tiple bitrates and references structures, scalable video
coding (SVC) [15] encodes the video clip into one
scalable bitstream that can be parsed by the server to
produce bitstreams of many target bitrates. Although

more efficient than storing multiple bitstreams for the
same content, SVC still significantly under-performs
conventional, non-scalable coding systems with similar
computational and storage resources and video encod-
ing tools. Special, SVC-compliant decoders are also
usually required at the receiving end.

On the other hand, many algorithms and systems
have been introduced to improve the QoE on the
receiving end when packet losses and bandwidth vari-
ations occur. The algorithms include various error
concealment and error resilient decoding techniques,
many of which were reviewed in [16] and [17]. In
[18], a technique (termed “Adaptive Media Playout”)
was introduced to dynamically adjust the playback
speed of video and audio based on the playback buffer
of the receiver, thereby preventing stalls. In [19],
when decoding the prediction residual information in
a received frame using an algorithm called “delayed
decoding”, an optimized estimate of the transform
coefficients to be decoded is obtained by the decoder
using information contained in frames both before and
after the current frame indecodingorder. Deblocking
filters have also been used to improve the subjective
and objective qualities of the video at the decoder.
Since H.264/AVC, a standardized deblocking filter
has been incorporated into the encoding loop of the
encoder [20], [21], [22].

In this paper, we introduce an improved decoding
algorithm that also improves the decoded quality,
but without extensive modifications to the encoding
process, as were required in the case of scalable
coding and encoding with S, SI and SP frames.
Similar to delayed decoding, the proposed algorithm
also achieves improvement to the decoded quality by
using information the decoder already processes but
is not traditionally utilized by conventional decoders.
However, unlike delayed-decoding, the extra delay and
storage and computational complexity introduced are
much lower.

III. A LGORITHM DESCRIPTION

The proposed algorithm is more easily understood
in the context of bitrate adaptive streaming of video
over the Internet, where to facilitate fine granularity
bitrate adaptation in reaction to changes in network
conditions, a video clip is divided into relatively short
segments, each of which is encoded independently of
each other, as illustrated in Figure 1. In the figure, a
video clip is divided into 3 segments, each encoded at
3 different bitrates,bitrate1 < bitrate2 < bitrate3.

When a clip encoded using the system in Figure 1 is
streamed over a network where the bandwidth varies,
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the server may “stitch” together bitstreams for neigh-
boring segments that have been encoded at different
bitrates, as shown in Figure 2, resulting in variations
of video quality over time. In many applications, such
variations in visual quality is noticeable, annoying and
significantly impair the user QoE.

Similar variations in visual quality may also occur
to an encoder with a rate allocation algorithm that
is not able to allocate the target bitrate in a globally
optimized manner over the entire clip. This may be due
to the lack of multiple pass encoding (e.g. for encoding
live events) or sufficient look ahead (due to memory
or delay requirements), and/when the complexity of
the input video varies significantly over time. Figure
3 shows an example, where a uniform 1Mbps was
allocated to encode the “Chroma Key” test clip. Figure
3(a) and Figure 3(b) show two frames of roughly the
same size after 1-pass encoding using the x264 [23]
encoder with the default settings. The visual qualities
of the two frames are noticeably different.

For the remainder of the paper, when the visual
quality of an input bitstream to a video decoder
incorporating the proposed algorithm varies over time,
at the transition from a segment with higher video
quality to a temporally neighboring segment that is
encoded completely independent of the good quality
segment and whose video quality is poorer (Figure 2),
we term the last frame (in display order) in the higher
quality segment a “good frame” (GF), the first IDR
frame of the poor quality segment the “start frame”
(SF), and the output from the current algorithm the
“fresh start” (FS). Note that the SF as an IDR frame
was encoded without referencing the GF or any other
frames in the higher quality segment.

As described previously, the goal of the enhance-
ment algorithm is to use information contained in the
GF to improve the quality of the decoded SF to get an
improved reference frame FS for subsequent frames
in the low quality segment. Depending on the level
of motion for different spatial regions of the SF, two
enhancement algorithms might be used by the decoder,
one for relatively low motion areas, the other for the
higher motion areas. For both algorithms, the decoder
will look for matches between areas in the decoded
GF and the SF, as determined by a distortion metric
and a threshold calculated by the decoder.

A. Automatic Segmentation of the SF

To segment the SF into high motion and low motion
areas, ME was conducted between the SF and the GF
at the decoder. After the ME, the SF was divided
into non-overlapping 32x32 patches with the motion
vectors (MVs) for each patch averaged and compared

to a thresholdThMV . Note that each patch may
overlap with multiple Prediction Units (PUs). In our
experiments,ThMV was set to

width×QP

30000
, (1)

wherew was the width of the video, andQP was
the (average) quantization parameter of the frame. The
patches whose average MVs were below the threshold
were designated as the low motion areas, denoted as
SFlow, while the rest were designated as the high
motion areas, denoted bySFhi.

B. Low Motion Area Enhancement

We then partitioned the low motion areasSFlow into
non-overlapping 16x16 patches. For each 16x16 patch,
we calculated the Sum of Squared Differences (SSD)
between its pixels and the corresponding pixels in the
GF. If the SSD was smaller than a thresholdThSSD,
the patch inSFlow was replaced with the patch in the
GF.

Obviously, the performance of the proposed algo-
rithm depends on the value ofThSSD. In our study,
we first exhaustively experimented all integer values of
ThSSD between 10 and 600, and found the threshold
ThOpt that provided the largest average PSNR gain
over all frames after (and including) the SF in display
order.

In Figure 4, we plotted the relationship between the
values ofThOpt and a) the PSNR of the SF after Intra
encoding, as well as b) the average (with regard to the
number of MVs in the bitstream) rate-distortion (RD)
cost for the MVs [24] [25] (MECost) between the
decoded GF and SF as calculated by the decoder, i.e.

MECost =

∑
∀mv {SAD(mv) + λMEBits(mv)}

∑
∀mv 1

,

(2)
wereSAD(mv) is the Sum of Absolute Differences
for mv.

We then data-fitted the relationship betweenThOpt

and thePSNR and MECost (Figure 4) using a
Laplacian and a power function respectively. The best
fittings were found to be:

Th1 = 1.112× e(−0.2963×PSNR+15.14) − 10.21 (3)

for the Laplacian function, and

Th2 = 6.213×MECost1.348 (4)

for the power function. We define

ThSSD = max(Th1, Th2), (5)

and usedThSSD in all of our experiments. The
intuition behind equations (3) to (5) is that
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Fig. 1: Segment Based Bitstream Switching for Adaptive Video Streaming

Fig. 2: Stitching Bitstreams for Segments for Streaming over Bandwidth Varying Channel

• The one of the two thresholds of (3) and (4) that
leads to a larger number of patches designated as
“matched” should be used to maximize the benefit
of the presence of the GF,

• The value of the thresholds should be determined
by the temporal similarity between GF and SF
before encoding (hence theMECost in (4)),
as well as the loss of fidelity after encoding
(therefore the PSNR in (3)).

The PSNR value for the SF after IDR encoding
can be embedded into the HEVC bitstream (e.g. as SEI

information or user data) by the encoder using 16 bits.
The PSNR could also be estimated by using techniques
such as that in [26] without data embedding.

The pseudo code for the enhancement algorithm for
low motion areas is given in Algorithm 1.

C. High Motion Area Enhancement

Motion information was required in the enhance-
ment of the high motion areasSFhi with reference
to the GF. In our experiments, we simply re-used the
MVs obtained in the decoder ME process between the
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(a) Frame No.1

(b) Frame No.250

Fig. 3: Two Frames of Almost Identical Size after Compression but Different Quality. Variations in Video
Complexity and Uniformly Allocated Bitrate Result in Significant Variation of Quality over Time.
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(a) ThSSD-PSNR (b) ThSSD-MECost

Fig. 4: SSD Threshold Parameters Fitting

Algorithm 1 LowMotionEnhancement (SFlow, GF)
for Each pixel 16x16 patchP ∈ SFlow do

CalculateSSD(P, P ′) between P and co-located
patch P’ in GF.
if SSD(P, P ′) < ThSSD then

CopyP ′ to P

end if
end for

GF and the SF for the motion area segmentation and
the calculations of theMECost and ThSSD. After
the ME, we compared the motion vectorMV (P ) for
each 4x4 patchP ∈ SFhi and its eight immediate
spatially neighboring 4x4 patches. IfMV (P ) matched
more thanThmv out of the 8 MVs from the eight 4x4
neighbors, then for each pixelp ∈ P , the difference
betweenp and the pixelp′ in the GF referenced
by MV (p) was calculated. The difference was then
compared with a thresholdThY , with p replaced
by p′ if the difference is lower thanThY . In our
experiments, we setThmv to 6, and exhaustively tested
possible values ofThY between 5 and 53 using a step
size of 2.

The pseudo code for the enhancement algorithm for
high motion content is given in Algorithm 2.

IV. EXPERIMENTAL RESULTS

To evaluate the proposed algorithm, we used the
HEVC HM 8.2 encoder and the low delay configura-
tion to encode the test bitstreams. For each test clip,
we ran the HEVC encoder for the first 32 frames of
the clip to create the high quality segment, followed
by HEVC encoding (with the same HEVC low delay

Algorithm 2 HighMotionEnhancement (SFhi, GF)
for Each 4x4 patchP ∈ SFhi do

Find the 8 MVs from 8 immediate spatially
neighboring 4x4 blocks ofP
if MV (P ) matches more thanThmv out of 8
neighbor MVs then

for Each pixelp ∈ P do
find pixel p′ in the GF referenced by
MV (P )
if |p− p′| < ThY then

Copy p′ to p

end if
end for

end if
end for

configuration) of the remaining frames as the low
quality segment with frame No. 33 encoded as an
IDR frame and the SF. The QP used for encoding
the first frame was set to be 5 levels lower than for
the SF. The test clips included screen captures such
as SlideEditing, video conferencing clips such as the
Vidyo clips, as well as relatively higher motion clips
such as the BaseketballPass and PartyScene.

The PSNR improvements for the SF, and averaged
over 30 and 60 frames after (and including) the SF are
given in Table I. In the table, the values listed under
the QP column are the values used for encoding the
first frame of the high quality segment.

As we can see, the PSNR improvements were sig-
nificant for most of the test clips, with an average gain
(with regard to all clips and bitrates) of 0.91 dB for the
SF, and in most cases, a significant gain was achieved
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(a) Standard Decoder (b) Enhanced Decoder

Fig. 5: Subjective Quality Comparison for Motion Clip - BasetballPass

for at least 30 to 60 frames after the SF, even though
the SF was the only frame to which the enhanced
processing was performed. For some clips, the initial
gain for the SF was lost after some frames, showing
a net loss of average PSNR after 30-60 frames. This
loss of the improvement to the SF over time occurred
because after enhancing the SF, the decoder still used
the same MV and residual information in the low
quality bitstream for the decoding of the remaining
frames in the low quality segment, even though the
SF had already been modified to produce the actual
reference frame of the FS. This led to mismatches
between the residual information needed now that
the FS was used as the reference, and the residual
information in the bitstream, created by the encoder
using the un-enhanced SF as the reference frame.

However, even with such mismatches, for many
sequences, especially for video conferencing, screen
capture and video surveillance applications and some
clips with higher motion, a net gain was still achieved
for many frames after the SF. As a matter of fact,
for clips such as SlideEditing and the Vidyo clips, we
observed an average PSNR gain of well over 1dB for
the entire clip after the SF, containing hundreds of
frames.

Some comparisons of the SF and the FS (aka the
enhanced SF) for different types of test clips are
given in Figures 5 - 7. As can be seen from the
figures, the proposed algorithm was able to introduce
improvements in the subjective quality of key areas of
the decoded frames (e.g. the face of the man in the
green shirt, the texture on the wall, the lines on the
court in Figure 5, the faces in Figure 6 and Figure
7, and etc.) that included both static backgrounds and
moving objects (e.g. the basketball player).

As mentioned previously, the side information re-
quired from the encoder in our implementation was

the PSNR for the SF after encoding as the first IDR
frame of the low quality segment. This corresponds to
a total of 16 bits using natural binary representation
without entropy coding, and was negligible. Therefore,
the PSNR gains reported reflect the “net” gains con-
sidering both the PSNR and the bitrate.

In terms of complexity, because the proposed pro-
cessing was carried out for only one frame of the
low quality segment, even though the decoding pro-
cess involves ME and calculations of SAD/SSD, the
increase to the complexity of the decoding of SF is still
reasonable, and lower than that for HEVC encoding of
a similar frame. This is because processing required
for the HEVC encoding for transform, quantization,
the bulk of the processing for mode decision, and
the deblocking filter are not necessary for enhanced
decoding. Averaged for all frames in the low quality
segment, the increase is modest considering the poten-
tial gain in PSNR and subjective quality achieved.

Finally, we analyzed the clips for which a PSNR
gain was not achieved in Table I. Figures 8 and 9 show
two typical examples. In Figure 8, subjective quality
improvementswere achieved (e.g. on the table cloth
and in the background), even though the subjective
quality improvements were not reflected in the PSNR.
This might have been due to small mis-alignments of
some pixels that might not be visible, but still have
caused the PSNR to degrade. On the other hand, Figure
9 shows a case where although visible subjective
improvements were achieved for both static (e.g. the
background, the Christmas tree, the teddy bear) as
well as moving (e.g. the face of the sitting girl, the
skirt and the right leg of the running girl) areas, some
relatively large mis-aligned/matched patches (e.g. in
the areas near the hair of the running girl) led to an
overall PSNR loss. We notice that such mis-alignments
are visually similar to artifacts created by erroneously
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(a) Standard Decoder (b) Enhanced Decoder

(c) Details Comparison

Fig. 6: Subjective Quality Comparison for Video Conferencing Clip - FourPeople

received motion vectors when video bitstreams are
sent over error prone networks. Therefore, techniques
developed for error concealment of such artifacts may
be helpful in remedying such PSNR losses while
preserving the gain in other areas under the proposed
enhanced decoding framework [17].

In the current implementation, the value forThY

for higher motion areas was selected from the range
between 5 and 53 based on the clip and bitrate . The
values were listed in Table I. We noticed that the
value for most clips were 5, while for other clips, one
might be able to determine the value by estimating the
decoded PSNR (e.g. with a technique similar to that
in [26]).

V. CONCLUSIONS ANDFUTURE WORK

In this paper, we describe a cross-segment decoder
for improving the quality of HEVC decoding. The
algorithm utilizes information that is 1) available to the

decoder and 2) that might not have been utilized by
the encoder for improving the quality of the decoded
video sequence, especially for applications where the
bitstream has been produced with limited encoding re-
sources and/or the visual quality of the bitstream varies
due to reasons such as network based adaptation. The
same algorithm could also be used for AVC decoding.

Experimental results using the HEVC test clips
showed significant PSNR and/or visual quality im-
provements for a relatively wide variety of test clips.
Because only one frame needs to be processed by
the enhanced decoder, after which the bitstream is
decoded with a standard decoder, the complexity of
the proposed system is very low without incurring loss
of compression efficiency and significant delay.

Further areas of improvement including more pre-
cise and adaptive segmentation of the SF, intel-
ligent determination of the various thresholds, es-
pecially ThY , and techniques for correcting mis-
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QP ThY Gain-Start Frame (dB) Gain-30 Frames (dB) Gain-60 Frames (dB)
Avg PSNR (dB)

1st/30/60

BasketballPass

34 7 0.68 0.24 -0.51 34.66/33.47/33.05
35 5 0.56 0.17 0.02 34.08/32.92/32.48
36 5 0.34 0.06 0.01 33.43/32.33/31.91
38 13 0.86 0.29 0.11 32.16/31.22/30.81
39 9 0.63 0.19 0.07 31.61/30.64/30.27
40 9 0.38 0.16 0.06 31.07/30.22/29.80

ChromaKey

34 5 0.35 -0.03 -0.08 36.98/35.57/34.85
35 5 0.23 -0.13 -0.16 36.46/35.12/34.37
36 5 0.46 0.03 -0.05 35.95/34.59/33.84
38 5 0.63 0.05 -0.01 34.97/33.60/32.81
39 5 0.90 0.20 0.09 34.41/33.07/32.30
40 5 0.78 0.08 0.01 34.02/32.60/31.81

FourPeople

34 15 0.96 0.77 0.59 37.44/36.66/36.62
35 5 1.19 0.88 0.71 36.82/36.11/36.06
36 5 1.49 1.16 0.96 36.23/35.55/35.48
38 5 1.72 1.26 1.09 34.93/34.36/34.29
39 5 1.84 1.36 0.78 34.27/33.74/33.66
40 7 2.05 1.52 1.34 33.59/33.09/33.01

Johnny

34 5 0.63 0.36 0.25 38.90/38.17/38.13
35 5 1.09 0.61 0.4 38.37/37.68/37.63
36 5 1.08 0.65 0.51 37.87/37.21/37.15
38 5 1.47 0.84 0.69 36.70/36.16/36.06
39 5 1.53 0.89 0.71 36.19/35.66/35.58
40 5 1.50 0.81 0.65 35.58/35.10/35.01

SlideEditing

34 27 2.50 1.93 1.55 35.96/36.26/36.24
35 45 2.66 2.13 1.78 35.04/35.24/35.17
36 47 2.67 2.11 1.75 34.18/34.42/34.38
38 19 2.81 2.40 2.00 32.18/32.37/32.31
39 23 2.79 2.38 1.99 31.23/31.44/31.40
40 41 2.67 2.26 1.90 30.37/30.52/30.44

KristenAndSara

34 5 0.57 0.37 0.31 38.47/37.77/37.69
35 5 0.81 0.54 0.46 37.90/37.25/37.16
36 5 1.18 0.71 0.62 37.32/36.71/36.61
38 5 1.40 0.92 0.8 36.09/35.57/35.48
39 7 1.38 0.87 0.75 35.54/35.03/34.45
40 7 1.38 0.92 0.8 34.95/34.45/34.35

Vidyo1

34 5 1.11 0.77 0.62 38.71/38.02/38.00
35 5 1.23 0.81 0.68 38.13/37.48/37.46
36 5 1.48 0.95 0.78 37.59/36.94/36.91
38 9 1.66 1.07 0.89 36.33/35.79/35.74
39 5 1.80 1.17 0.98 35.77/35.22/35.18
40 5 1.67 1.08 0.91 35.15/34.65/34.62

Vidyo3

34 7 0.19 0.23 0.24 38.42/37.32/37.33
35 7 0.42 0.35 0.38 37.79/36.72/36.73
36 7 0.62 0.49 0.51 37.15/36.10/36.11
38 7 0.96 0.67 0.64 35.87/34.89/34.89
39 5 1.00 0.75 0.71 35.18/34.24/34.23
40 5 1.04 0.76 0.71 34.54/33.65/33.63

FlowerVase

34 5 -0.10 -0.44 -0.53 39.16/37.36/36.70
35 5 -0.05 -0.39 -0.49 38.52/36.79/36.11
36 5 0.28 -0.26 -0.36 37.89/36.19/35.50
38 5 0.46 -0.07 -0.18 36.52/34.99/34.30
39 5 0.53 -0.04 -0.17 35.94/34.41/33.71
40 5 0.56 0.04 -0.10 35.31/33.86/33.16

ChinaSpeed

34 13 -2.12 -0.65 -0.38 36.45/34.16/33.96
35 29 -1.66 -0.63 -0.41 35.70/33.50/33.31
36 19 -1.31 -0.28 -0.15 35.02/32.83/32.64
38 9 -0.71 -0.13 -0.01 33.58/31.44/31.28
39 21 -0.32 0.03 0.11 32.66/30.73/30.60
40 11 -0.33 -0.20 -0.01 32.10/30.07/29.96

Avg Gain 0.91 (dB) 0.60 (dB) 0.47 (dB)

TABLE I: PSNR Improvement. The value under the QP column is the QP value for the first frame of the low
quality segment (aka the SF) was set to 5 levels higher.
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aligned/matched patches.
Finally, the reason why the gain in PSNR for the SF

may be lost after decoding a large number of frames
is due to mismatches between the residual when the
enhanced SF (aka the FS) is used as the reference
frame and the residual presented in the bitstream.
This mismatch might be corrected with information
proactively sent by the encoder with the knowledge
that enhanced decoding is carried out by the decoder.
Such information may be useful in scenarios where
complexity and quality scalabilities are desired.
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(a) Standard Decoder

(b) Enhanced Decoder

Fig. 7: Subjective Quality Comparison for Motion Clip - Chromakey
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(a) Standard Decoder

(b) Enhanced Decoder

Fig. 8: An Example with Subjective Quality Gain but PSNR Lossafter Enhancement - FlowerVase
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(a) PartyScene Standard Decoder

(b) PartyScene Enhanced Decoder

Fig. 9: An Example of Mis-aligned Patches Resulting in PSNR Losses - PartyScene


