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# Abstract

JCTVC-J0083 expresses concerns about the slice header parsing overhead in the evil case. The weighted prediction table is the most parsing intensive part of the slice header. Based on discussion on JCTVC-J0083, it is proposed to reduce the worst case number of weighted prediction tables from 32 in the current design to 8, and impose a limit on the sum of signaled luma/chroma weight flags (namely, luma\_weight\_l0\_flag, luma\_weight\_l1\_flag, chroma\_weight\_l0\_flag, and chroma\_weight\_l1\_flag) in pred\_weight\_table( ). Also, it is recommended to make the syntax of pred\_weight\_table( ) more parsing friendly by pulling luma/chroma weight flags out of the loop. The proposed solution does not change the slice header syntax.

# Introduction

Slice header parsing can be a significant overhead for real time decoding in the worst case. The weighted prediction table is the most parsing intensive part of the slice header. It is proposed to reduce the worst case number of weighted prediction tables from 32 in the current design to 8. In the proposed solution, the constraint is expressed by imposing a limit on the sum of signaled luma/chroma weight flags (namely, luma\_weight\_l0\_flag, luma\_weight\_l1\_flag, chroma\_weight\_l0\_flag, and chroma\_weight\_l1\_flag) in pred\_weight\_table( ). Also, the syntax of pred\_weight\_table( ) is made more parsing friendly by pulling luma/chroma weight flags out of the loop.

# CD text changes

Replace section **7.3.3.3 Prediction weight table syntax** with

|  |  |
| --- | --- |
| pred\_weight\_table( ) { | Descriptor |
| **luma\_log2\_weight\_denom** | ue(v) |
| if( chroma\_format\_idc != 0 ) |  |
| **delta\_chroma\_log2\_weight\_denom** | se(v) |
| if( slice\_type = = P | | slice\_type = = B ) { |  |
| for( i = 0; i <= num\_ref\_idx\_l0\_active\_minus1; i++ ) |  |
| **luma\_weight\_l0\_flag[** i **]** | u(1) |
| if( chroma\_format\_idc != 0 ) |  |
| for( i = 0; i <= num\_ref\_idx\_l0\_active\_minus1; i++ ) |  |
| **chroma\_weight\_l0\_flag[** i **]** | u(1) |
| for( i = 0; i <= num\_ref\_idx\_l0\_active\_minus1; i++ ) { |  |
| **~~luma\_weight\_l0\_flag~~** | ~~u(1)~~ |
| if( luma\_weight\_l0\_flag[ i ] ) { |  |
| **delta\_luma\_weight\_l0[** i **]** | se(v) |
| **luma\_offset\_l0[** i **]** | se(v) |
| } |  |
| ~~if( chroma\_format\_idc != 0 ) {~~ |  |
| **~~chroma\_weight\_l0\_flag~~** | ~~u(1)~~ |
| if( chroma\_weight\_l0\_flag[ i ] ) |  |
| for( j =0; j < 2; j++ ) { |  |
| **delta\_chroma\_weight\_l0[** i **][** j **]** | se(v) |
| **delta\_chroma\_offset\_l0[** i **][** j **]** | se(v) |
| } |  |
| } |  |
| } |  |
| If (slice\_type = = B ) { |  |
| for( i = 0; i <= num\_ref\_idx\_l1\_active\_minus1; i++ ) |  |
| **luma\_weight\_l1\_flag[** i **]** | u(1) |
| if( chroma\_format\_idc != 0 ) |  |
| for( i = 0; i <= num\_ref\_idx\_l1\_active\_minus1; i++ ) |  |
| **chroma\_weight\_l1\_flag[** i **]** | u(1) |
| for( i = 0; i <= num\_ref\_idx\_l1\_active\_minus1; i++ ) { |  |
| **~~luma\_weight\_l1\_flag~~** | ~~u(1)~~ |
| if( luma\_weight\_l1\_flag[i]) { |  |
| **delta\_luma\_weight\_l1[ i ]** | se(v) |
| **luma\_offset\_l1[ i ]** | se(v) |
| } |  |
| ~~if( chroma\_format\_idc != 0 ) {~~ |  |
| **~~chroma\_weight\_l1\_flag~~** | ~~u(1)~~ |
| if( chroma\_weight\_l1\_flag[i]) |  |
| for( j =0; j < 2; j++ ) { |  |
| **delta\_chroma\_weight\_l1[ i ][ j ]** | se(v) |
| **delta\_chroma\_offset\_l1[ i ][ j ]** | se(v) |
| } |  |
| } |  |
| } |  |
| } |  |

#### Add the following constraint at the end of section 7.4.3.3 Weighted prediction parameters semantics (changes marked in yellow)

**luma\_log2\_weight\_denom** is the base 2 logarithm of the denominator for all luma weighting factors. The value of luma\_log2\_weight\_denom shall be in the range of 0 to 7, inclusive.

**delta\_chroma\_log2\_weight\_denom** is the difference of the base 2 logarithm of the denominator for all chroma weighting factors.

The variable ChromaLog2WeightDenom is specified by luma\_log2\_weight\_denom + delta\_chroma\_log2\_weight\_denom and it shall be in the range of 0 to 7, inclusive.

**luma\_weight\_l0\_flag[** i **]** equal to 1 specifies that weighting factors for the luma component of list 0 prediction using RefPicList0[ i ] are present. luma\_weight\_l0\_flag[i] equal to 0 specifies that these weighting factors are not present.

**chroma\_weight\_l0\_flag[** i **]** equal to 1 specifies that weighting factors for the chroma prediction values of list 0 prediction using RefPicList0[ i ] are present. chroma\_weight\_l0\_flag[i] equal to 0 specifies that these weighting factors are not present. When chroma\_weight\_l0\_flag[i] is not present, it shall be inferred to 0.

**delta\_luma\_weight\_l0[** i **]** is the difference of the weighting factor applied to the luma prediction value for list 0 prediction using RefPicList0[ i ].

The variable LumaWeightL0[ i ] is specified by (1 << luma\_log2\_weight\_denom ) + delta\_luma\_weight\_l0[ i ]. When luma\_weight\_l0\_flag is equal to 1, the value of LumaWeightL0[ i ] shall be in the range of −128 to 127, inclusive. When luma\_weight\_l0\_flagis equal to 0, LumaWeightL0[ i ] is inferred to be equal to 2luma\_log2\_weight\_denom for RefPicList0[ i ].

**luma\_offset\_l0[** i **]** is the additive offset applied to the luma prediction value for list 0 prediction using RefPicList0[ i ]. The value of luma\_offset\_l0[ i ] shall be in the range of −128 to 127, inclusive. When luma\_weight\_l0\_flagis equal to 0, luma\_offset\_l0[ i ] is inferred as equal to 0 for RefPicList0[ i ].

**delta\_chroma\_weight\_l0[** i **][** j **]** is the difference of the weighting factor applied to the chroma prediction values for list 0 prediction using RefPicList0[ i ] with j equal to 0 for Cb and j equal to 1 for Cr.

The variable ChromaWeightL0[ i ][ j ] is specified by ( 1 << ChromaLog2WeightDenom ) + delta\_chroma\_weight\_l0[ i ][ j ]. When chroma\_weight\_l0\_flag is equal to 1, the value of ChromaWeightL0[ i ][ j ] shall be in the range of −128 to 127, inclusive. When chroma\_weight\_l0\_flag is equal to 0**,** ChromaWeightL0[ i ][ j ] is inferred to be equal to 2ChromaLog2WeightDenom for RefPicList0[ i ].

**delta\_chroma\_offset\_l0[** i **][** j **]** is the difference of the additive offset applied to the chroma prediction values for list 0 prediction using RefPicList0[ i ] with j equal to 0 for Cb and j equal to 1 for Cr.

The variable ChromaOffsetL0[ i ][ j ] is specified as follows:

shift = 1 << ( BitDepthC − 1 )

ChromaOffsetL0[ i ][ j ] = (delta\_chroma\_offset\_l0[i][j] –   
 ( (shift\*ChromaWeightL0[ i ][ j ]) >> ChromaLog2WeightDenom ) − shift ) (7‑63)

The variable ChromaOffsetL0[ i ][ j ] shall be in the range of −127 to 128, inclusive. When chroma\_weight\_l0\_flag is equal to 0**,** ChromaOffsetL0[ i ][ j ] is inferred to be equal to 0 for RefPicList0[ i ].

**luma\_weight\_l1\_flag, chroma\_weight\_l1\_flag**, **delta\_luma\_weight\_l1**, **luma\_offset\_l1**, **delta\_chroma\_weight\_l1**, **delta\_chroma\_offset\_l1** have the same semantics as luma\_weight\_l0\_flag, delta\_luma\_weight\_l0, luma\_offset\_l0, chroma\_weight\_l0\_flag, delta\_chroma\_weight\_l0, delta\_chroma\_offset\_l0, respectively, with l0, list 0, and List0 replaced by l1, list 1, and List1, respectively.

The variable sumWeightL0Flags is specified as the sum of luma\_weight\_l0\_flag[i] + 2\*chroma\_weight\_l0\_flag[i], for i = 0..num\_ref\_idx\_l0\_active\_minus1.

For B-slices, the variable sumWeightL1Flags is specified as the sum of luma\_weight\_l1\_flag[i] + 2\*chroma\_weight\_l1\_flag[i], for i = 0..num\_ref\_idx\_l1\_active\_minus1.

For P-slices, sumWeightL0Flags shall not exceed 24. For B-slices, the sum of sumWeightL0Flags and sumWeightL1Flags shall not exceed 24.
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