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# Abstract

This document proposes a sub-picture based coded picture buffer (CPB) behavior to achieve reduced codec delay in an interoperable manner. In the proposal, CPB removal may be carried out either at access unit level or sub-picture level. When at sub-picture level, each slice and the associated non-VCL NAL units are defined as a decoding unit, and the CPB removal delay for each decoding unit is signaled.

# Background

## Video applications and end-to-end delay

Video applications include local playback, streaming, broadcast/multicast and conversational applications. Conversational applications include video telephony and video conferencing and are also referred to as low-delay applications. Conversational applications require a relatively low end-to-end delay of the entire systems, i.e., the delay between the time when a video frame is captured and the time when the video frame is displayed. Typically acceptable end-to-end delay for conversational applications should be less than 400 ms, and an end-to-end delay of around 150 ms is very good. Each processing step may contribute to the overall end-to-end delay, e.g., capturing delay, pre-processing delay, encoding delay, transmission delay, reception buffering delay (for de-jittering), decoding delay, decoded picture output delay, post-processing delay, and display delay. Thus, typically, the codec delay (encoding delay, decoding delay and decoded picture output delay) should be minimized in conversational applications. In particular, the coding structure should ensure that the pictures' decoding order and output order are identical such that the decoded picture output delay is equal to zero.

## Hypothetical reference decoder (HRD)

Each video coding standard should include a specification of video buffering model. In AVC and HEVC, the buffering model is referred to as hypothetical reference decoder (HRD), which includes a buffering model of both the coded picture buffer (CPB) and the decoded picture buffer (DPB), and the CPB and DPB behaviors are mathematically specified. The HRD directly imposes constraints on different timing, buffer sizes and bit rate, and indirectly imposes constraints on bitstream characteristics and statistics. A complete set of HRD parameters include five basic parameters, initial CPB removal delay, CPB size, bit rate, initial DPB output delay, and DPB size.

In AVC and HEVC, bitstream conformance and decoder conformance are specified as parts of the HRD specification. Though it is named some kind of decoder, HRD is typically needed at the encoder side to guarantee bitstream conformance, while typically not needed at the decoder side. Two type of bitstream or HRD conformance, namely Type I and Type II, are specified. Also, two types of decoder conformance, output timing decoder conformance and output order decoder conformance are specified.

In the AVC and HEVC HRD models, decoding or CPB removal is access unit based, and it is assumed that picture decoding is instantaneous. In practical applications, if a conforming decoder strictly follows the decoding times signaled, e.g., in the picture timing SEI messages, to start decoding of access units, then the earliest possible time to output a particular decoded picture is equal to the decoding time of that particular picture plus the time needed for decoding that particular picture. Apparently, the time needed for decoding a picture in the real-world cannot be equal to zero.

## Sub-picture based coded picture buffer (CPB) behavior

A sub-picture based CPB behavior was proposed in JCTVC-G188 in order to achieve coding delay of less than one picture period in an interoperable way. The method is summarized as follows. A picture is evenly divided into M groups of treeblocks, i.e., the first M treeblocks in treeblock raster scan of the picture belong to the first group of treeblocks, the second M treeblocks in treeblock raster scan of the picture belong to the second group of treeblocks, and so on. The value M is signaled in buffering period SEI messages. This value is used to derive the CPB removal time (i.e., the decoding time) of each group of treeblocks. In this sense, the CPB behavior is sub-picture based, wherein each sub-picture is a group of treeblocks. It is assumed that access unit level CPB removal times are signalled as usual (using picture timing SEI messages), and within each access unit, the CPB removal times for the treeblock groups are assumed to linearly or evenly divide the interval from the CPB removal time of the previous access unit to the CPB removal time of the current access unit. This further implies the following assumptions or bitstream requirements:

1. Within each picture each treeblock group is encoded in a way that requires the same amount of decoding time (not just in the HRD model but for real-world decoders), wherein the coded data of the first treeblock group is considered to include all non-VCL NAL units in the same access unit and before the first VCL NAL unit.
2. Within each picture, the number of bits for each treeblock group is identical, wherein the coded data of the first treeblock group is considered to include all non-VCL NAL units in the same access unit and before the first VCL NAL unit.

The sub-picture based CPB behavior in JCTVC-G188 has the following problems:

1. The requirement that the amount of coded data for each treeblock group in a coded picture is identical is hard to achieve with a balanced coding performance (wherein areas with more detailed texture or motion activity in a picture use more bits).
2. When more than one treeblock group is included in a slice, there is no easy way to split the coded bits of treeblocks belonging to different treeblock groups and separately send them at the encoder side and separately remove them from the CPB (i.e., separately decode them).

# Proposal

To solve the above problems, a generic design for support of sub-picture based CPB behavior is proposed in this document.

When the signaling indicates that the sub-picture based CPB behavior is in use, CPB removal or decoding is based on sub-picture, or equivalently, decoding unit, that consists of a coded slice and the associated non-VCL NAL units. In other words, each time a decoding unit, instead of an access unit, is removed from the CPB for decoding. The removal time of a decoding unit from the CPB is derived from a signaled initial CPB removal delay and the CPB removal delay signaled for the decoding unit.

The DPB output and removal processes still operates at the picture level or access unit level, i.e., each time an entire decoded picture is output or removed from the DPB. Removal of decoded pictures from the DPB happens instantaneously at the CPB removal time of the first decoding unit of the current access unit.

With the proposal, coding of sub-pictures and allocation of bits to different sub-pictures in a picture can be performed as usual, without assuming or requiring that each sub-picture in one picture is coded with the same amount of bits.

The proposed changes are in the attachment of this document.
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